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Abstract. This paper gives some details on the implementation of sugar
constraint solver submitted to the Second International CSP Solver Com-
petition. The sugar solver solves a finite linear CSP by translating it into
a SAT problem by using order encoding method and then solving the
translated SAT problem by the MiniSat solver. In the order encoding
method, a comparison x ≤ a is encoded by a different Boolean variable
for each integer variable x and integer value a.

1 Introduction

This paper gives some details on the implementation of sugar constraint solver
submitted to the Second International CSP Solver Competition.

The sugar solver solves a finite linear CSP by translating it into a SAT
problem by using order encoding method [1] and then solving the translated
SAT problem by the MiniSat solver [2].

The method of the order encoding is basically the same with the one used
for Job-Shop Scheduling Problems by Crawford and Baker in [3] and studied
by Soh, Inoue, and Nabeshima in [4–6]. It encodes a comparison x ≤ a by a
different Boolean variable for each integer variable x and integer value a.

The benefit of this encoding is the natural representation of the order relation
on integers. Axiom clauses with two literals, such as {¬(x ≤ a), x ≤ a + 1} for
each integer a, represent the order relation of an integer variable x. Clauses,
for example {x ≤ a,¬(y ≤ a)} for each integer a, can be used to represent the
constraint among integer variables, i.e. x ≤ y.

2 Order encoding

The order encoding uses Boolean variables pxi meaning x ≤ i for each CSP
variable x and each integer constant i (`(x)−1 ≤ i ≤ u(x)) where `(x) and u(x)
are the lower and upper bounds of x respectively1.

1 px`(x)−1 and pxu(x) are redundant because they are always false and true respectively.
However, we use them for simplicity of the discussion.
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Fig. 1. Encoding x + y ≤ 7

Consider an example of encoding x + y ≤ 7 when x, y ∈ {2, 3, 4, 5, 6}. The
following 12 Boolean variables are used to encode the example.

px1 px2 px3 px4 px5 px6

py1 py2 py3 py4 py5 py6

The following clauses are used as axioms representing the bounds and the
order relation for each CSP variable x.

¬px `(x)−1

pxu(x)

¬px i−1 ∨ pxi (`(x) ≤ i ≤ u(x))

Therefore, the following 14 clauses are required for the example.

¬px1 px6

¬px1 ∨ px2 ¬px2 ∨ px3 ¬px3 ∨ px4 ¬px4 ∨ px5 ¬px5 ∨ px6

(similar clauses for y)

Constraints are encoded into clauses representing conflict regions instead of
conflict points. When all points (x1, . . . , xn) in the region i1 < x1 ≤ j1, . . . ,
in < xn ≤ jn violate the constraint, the following clause is added.

px1i1 ∨ ¬px1j1 ∨ · · · ∨ pxnin ∨ ¬pxnjn

Therefore, the following 5 clauses are used to encode x + y ≤ 7 (Fig.1).

px1 ∨ py5 px2 ∨ py4 px3 ∨ py3 px4 ∨ py2 px5 ∨ py1

When ai’s are non-zero integer constants, c is an integer constant, and xi’s are
mutually distinct integer variables, any finite linear comparison

∑n
i=1 ai xi ≤ c



can be encoded into the following CNF formula [1].∧∑n

i=1
bi=c−n+1

∨
i

(ai xi ≤ bi)#

Parameters bi’s range over integers satisfying
∑n

i=1 bi = c−n+1 and `(aixi)−1 ≤
bi ≤ u(aixi) for all i where functions ` and u give the lower and upper bounds
of the given expression respectively. The translation ()# is defined as follows.

(a x ≤ b)# ≡


x ≤

⌊
b

a

⌋
(a > 0)

¬
(

x ≤
⌈

b

a

⌉
− 1

)
(a < 0)

3 System Description of Sugar

Sugar is a CSP to SAT solver based on the order encoding. It consists of the
front-end Perl program and the encoder program written in Java2. The MiniSat
1.4 [2] is used as the backend SAT solver in the submitted version.

CSP instances are encoded into SAT instances in the following ways.

Encoding m-ary linear comparisons: As described in the previous section,
comparisons of the form

∑m
i=1 aixi ≤ b can be encoded into O(dm−1) clauses in

general where d is the domain size.
However, it is possible to reduce the number of integer variables in each

comparison at most three by introducing new integer variables. Therefore, each
comparison

∑m
i=1 ai xi ≤ b can be encoded by at most O(md2) clauses even

when m ≥ 4.

Encoding other expressions: Expressions other than
∑

aixi ≤ b are encoded
to SAT formulas by using the conversion described in the Fig.2 where E div c
and E mod c are integer quotient and remainder of E divided by an integer
constant c.

Expression at the first column is replaced with the replacement at the second
column with some extra condition at the third column.

Note that non-linear expressions such as x × y can not be handled by the
sugar program submitted to the competition.

Keeping clausal form: When encoding a clause of CSP to SAT, the encoded
formula is no more a clausal form in general. As it is well known, introduction
of new Boolean variables is useful to solve this problem.
2 The package is available at http://bach.istc.kobe-u.ac.jp/sugar/



Expression Replacement Extra condition

E < F E + 1 ≤ F
E = F (E ≤ F ) ∧ (E ≥ F )
E 6= F (E < F ) ∨ (E > F )

max(E, F ) x (x ≥ E) ∧ (x ≥ F ) ∧ ((x ≤ E) ∨ (x ≤ F ))
min(E, F ) x (x ≤ E) ∧ (x ≤ F ) ∧ ((x ≥ E) ∨ (x ≥ F ))

abs(E) max(E,−E)
E div c q (E = c q + r) ∧ (0 ≤ r) ∧ (r < c)
E mod c r (E = c q + r) ∧ (0 ≤ r) ∧ (r < c)

Fig. 2. Encoding expressions other than
∑

aixi ≤ b

Consider an example of encoding a clause {x − y ≤ −1,−x + y ≤ −1} when
x, y ∈ {0, 1, 2}. Comparisons x − y ≤ −1 and −x + y ≤ −1 are converted into
S1 = (x ≤ −1 ∨ ¬(y ≤ 0)) ∧ (x ≤ 0 ∨ ¬(y ≤ 1)) ∧ (x ≤ 1 ∨ ¬(y ≤ 2)) and
S2 = (¬(x ≤ 2)∨ y ≤ 1)∧ (¬(x ≤ 1)∨ y ≤ 0)∧ (¬(x ≤ 0)∨ y ≤ −1) respectively.
Expanding S1 ∨ S2 generates 9 clauses. However, by introducing new Boolean
variables p and q, we obtain the following seven clauses.

{p, q}
{¬p, x ≤ −1,¬(y ≤ 0)} {¬p, x ≤ 0,¬(y ≤ 1)} {¬p, x ≤ 1,¬(y ≤ 2)}
{¬q,¬(x ≤ 2), y ≤ 1} {¬q,¬(x ≤ 1), y ≤ 0} {¬q,¬(x ≤ 0), y ≤ −1}

Encoding extensional constraints: Extensional constraints with conflict tu-
ples and support tuples are encoded by a simple way in the submitted version
of sugar.

Conflict tuples {(a1, b1), . . . , (an, bn)} for variables (x, y) are encoded as fol-
lows.

¬(x = a1 ∧ y = b1) ∧ · · · ∧ ¬(x = an ∧ y = bn)

Support tuples {(a1, b1), . . . , (an, bn)} for variables (x, y) are encoded as fol-
lows.

(x = a1 ∧ y = b1) ∨ · · · ∨ (x = an ∧ y = bn)

4 Conclusion

In this paper, we have described some details on the implementation of sugar
constraint solver submitted to the Second International CSP Solver Competition.
The sugar solver solves a finite linear CSP by translating it into a SAT problem
by using order encoding method and then solving the translated SAT problem
by the MiniSat solver. Although the system is still under development, we hope
it gives some research directions for CSP to SAT encoding systems.
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